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Problem

An experimental Photon Transfer Curve of the 3T CMOS active pixel sensor analyzed
in exercise E19 is provided in �gure 1.

� Verify that the calculations you made for the sensor of E19 are correct in terms of
n. of bit, gain from photons to digital number and in terms of noise, extracting
also information about the PRNU.

Consider now a camera featuring a 4T CMOS APS, with a pinned diode structure. This
speci�c pixel shows the same maximum full-well-charge and the same PRNU of the 3T
case and the pinned implant reduces the dark current by a factor 10. Furthermore, the
pixel is readout with the correlated double sampling technique, that reduces the reset
noise by a factor 20.

� Trace the PTC curve in this new situation, evaluating graphically the dynamic
range of the sensor. Then, comment about required changes in the ADC.
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Figure 1: Measured PT curve.

Part 1: Photon transfer

Photon transfer is a valuable testing methodology employed in the characterization,
optimization, calibration, and application of solid state image sensors and systems. Con-
ceived in the 70s, the photon transfer technique is applicable to all imaging disciplines.
Detector parameters, such as quantum e�ciency, noise, charge collection e�ciency, sense
node capacitance, full charge, dynamic range, pixel responsivity, . . . , can be extracted
from a PTC. The PTC treats a camera system, no matter how complex it is, as a black
box and determines the desired parameters with little e�ort. The user needs only to
expose the camera to a light source and measure the signal and noise output responses.
Fig. 2 shows a generic camera block diagram where the input exhibits Poisson shot noise.
This means that the input is in non-dimensional units, photons in our case:

σA =
√
A,

where A is the mean input signal level, and σA is the input noise standard deviation.
For an image sensor, the only quantity with this feature is the photoelectrons number:

σNel
=

√
2qiph

1

2tint
· t2int

q
=

√
qiphtint

q
=

√
Qph

q
=

√
Nel.

Input and output signal and noise are related through a sensitivity constant K (e.g. in
digital numbers / photons):

B = KA, σ2
B = (KσA)

2 + σ2
add,
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Figure 2: Black box camera system with a constant K = B/A used to transfer the input
A (photons) to the output B (digital numbers).

where B and σB are the measured output mean signal level and noise standard deviation,
respectively, and σadd is the standard deviation of all the other noise contributions due
to the non-idealities of a real image sensor.
Actually, the sensitivity of an image sensor is a function of the wavelength. In this
context a linear gain K (instead of an integral law over the visible spectrum) can be
precisely de�ned only if the radiation spectrum is monochromatic. In the exercises, even
if the radiation spectrum is not monochromatic, we will assume it as characterized by its
dominant wavelength - unless di�erently speci�ed.
At this point in the analysis K is unknown. However, assuming to �nd a operation
region where the term σA is dominant (and thus σadd is negligible), by re-arranging the
K-equation with proper substitutions we get the result:

K =
B

A
=

B

σ2
A

=
B

σ2
B

K2

=
K2B

σ2
B

.

Hence:

K =
σ2
B

B

This is called the PT relation, the equation that is the basis of the PT technique. Note
that K is simply found by measuring output statistics (mean and noise variance) without
knowledge of neither the individual camera transfer functions nor on the input character-
istics (except for the requirement to measure the output in a shot-noise limited region).

Let us have a look at the typical noises at the output of the sensor. We have (i) shot
noise, that increases with the square root of the signal, (ii) PRNU, associated with
pixel-to-pixel response di�erences and whose standard deviation increases linearly with
signal, (iii) the so-called read noise, that encompasses all noise sources that are signal
independent. These three noise sources can be summed up (quadratically), giving the
total output noise

σTOT =
√
σ2
read + σ2

shot + σ2
PRNU .

An ideal photon transfer curve (PTC) response from a camera system exposed to a
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uniform light source is illustrated in Fig. 3. Noise (rms) is plotted as a function of
average output signal. Four distinct noise regimes are identi�ed in a PTC. The �rst
regime, read noise, represents the random noise measured under dark conditions, which
includes several di�erent noise contributors; they can be both temporal and FPN: dark
shot noise, kTC noise, DSNU, quantization . . . . As the light illumination is increased,
read noise gives way to photon shot noise, which represents the middle region of the
curve. Since the plot in Fig. 3 is on log-log coordinates, shot noise is characterized by a
line with a slope of 1/2. The third regime is associated with pixel PRNU, which produces
a characteristic slope of unity because signal and FPN scale together. The fourth region
occurs when the matrix of pixels enters the full-well regime. In this region noise typically
decreases as saturation is approached (yet, the signal looses any meaning).

Figure 3: Ideal total noise PTC illustration showing the four classical noise regimes.

The photon transfer curve (PTC) is a commonly used test procedure to characterize
digital sensors parameters, i.e. from output data, we can infer a lot of system and pixel
parameters of the sensor. This is done without knowing anything of the camera system,
i.e. by assuming the camera as a black box. In fact, given a certain photon �ux impinging
on the sensor, you can measure the output signal of each pixel. From this data, you can
calculate the average output signal, DN , its standard deviation, σDN , and you can draw
your PTC with the average signal on the x -axis and its standard deviation on the y-
axis. This can be repeated for di�erent photon �uxes, i.e. for di�erent average output
signals, and a complete PT curve is built. In Fig. 4, a measured photon transfer curve is
displayed. On the x -axis we have the digital output number corresponding to the signal
(B), while on the y-axis we have the output rms noise expressed in rms digital number
(σB). PTC measurements are usually made (initially) in digital number (DN) units that
will be later converted to electron units, if needed.
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Figure 4: Measured PT curve and extracted parameters.

There exist a precise mathematical routine that helps you to calculate each noise contri-
bution alone: read, shot and PRNU. This can be easily (and quickly) done in a graphical
way, by drawing the asymptotic curves, with 0, 1/2 and 1 slopes, respectively, in the
log-log plot. Reminding that:

K =
σ2
B

B

The equation states that one could extract the transfer function of the camera system,
by taking the ratio between the output variance and the output signal, assuming that
the system is shot noise limited, i.e. if σA =

√
A. Hence, from measured data, we can im-

mediately infer the transfer function of the system from the number of photons/electrons
to the digital output. This is be practically done by simply calculating the ratio between
the variance and the average output signal. Things are even easier: K can be found
graphically by extending the slope 1/2 shot noise line back to the signal axis. The signal
intercept with the 1 DN rms noise line represents the inverse of the transfer function:

K =

[
σ2
B

B

]
σB=1

=
1

DNshot
=

1

25
= 0.04DN/photons

From theory, the expected value is:

K =
DN

Nph
= η

2Nbit

FWC
= 0.65

29

8650
= 0.0389DN/photons

well in line with measured data.
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We can then extrapolate the PRNU of the camera system. As σPRNU = %PRNU ·DN ,
we have

%PRNU =
σPRNU

DN
.

The PRNU factor%PRNU can be found from a single data point for the PRNU asymptotic
curve; or, as before, we can do it in a graphical way, by denoting that

%PRNU =
[σPRNU

DN

]
σPRNU=1

=
1

DNPRNU
,

where DNPRNU is the signal where the PRNU line intercepts the 1 DN rms noise. From
Fig. 1, we �nd that %PRNU = 1/25 = 0.04 = 4%.
Another parameter that can be extracted from the PT curve is the full-well charge, that
corresponds to pixel saturation, which can be found where noise begins to decrease when
increasing signal. The maximum digital number is about 510 levels, e�ectively matching
the expected 2Nbit = 512 levels. Hence, the maximum number of electrons that can be
integrated can be estimated as:

Nsat =
DNsatη

K
≈ 510DN · 0.65

0.04DN/photons
= 8320 electrons.

Read noise can be also extracted:

σread,N =
σread,DNη

K
=

0.5 · 0.65DN
0.04DN/photons

= 8.2 electrons.

The dynamic range of the sensor corresponding to the integration time used to acquire
the PTC can be �nally be determined:

DR =
Nsat

σread,N
=

8320

8.2
= 1014,

that corresponds to 60 dB. All these numbers are, with a reasonable error due to the
extrapolating procedure, the same that we obtained during the last exercise class.
Note that from the PTC you can also extract the minimum measurable signal including
the e�ect of the photocurrent shot noise by �nding the point on the PTC where signal
and noise are equal (i.e. SNR = 1).
The most important thing related with PT is that all these parameters were extrapo-
lated without knowing anything about neither the input light source nor the camera/pixel
parameters! This is the greatest strength of the photon transfer technique.

Part 2: 4T APS and correlated double sampling

Two signi�cant challenges exist in conventional pn photodiode pixels: dark current re-
duction and reset noise reduction. To address these problems, the pinned photodiode
structure was introduced and has become very popular in most recent CMOS image sen-
sors. The basic pinned photodiode pixel con�guration is shown in Fig. 5a. The pixel
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consists of a pinned photodiode and four transistors that include a transfer gate (MTX),
a reset transistor (MRS), an ampli�er transistor (MRD), and a select transistor (MSEL).
Thus, the pixel structure is often called a four-transistor (4T) pixel in contrast to the
conventional 3T one.

Figure 5: Pinned photodiode pixel (4T pixel): (a) pixel structure and (b) timing diagram.

The time diagram of the image acquisition in a 4T pixel is illustrated in Fig. 5b. At the
beginning of the pixel readout, the �oating di�usion (FD) node is reset at the supply volt-
age by the reset transistor (MRS). Then the pixel output (VPIXOUT) is read out once,
as a reset signal (VRST), and stored. VRST includes both inherent pixel o�sets and reset
noise at the FD node. Next, the transfer gate (MTX) turns on so that the accumulated
charge in the pinned photodiode is transferred completely to the FD node. Because of the
complete charge transfer, no reset noise is generated during the transfer operation. The
transferred charge drops the potential at the FD node, and VPIXOUT decreases. After
the transfer operation, VPIXOUT is read out again as VSIG. By subtracting VRST from
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VSIG, pixel FPN and reset noise are removed, resulting in a reduced overall noise. Since
noises (both FPN and kTC) in VRST and VSIG signals are correlated, this operation is
called correlated double sampling (CDS).
Which is the capacitance seen by the integration node (FD) to ground? In principle, we
have the parallel of the physical di�usion capacitance and the input capacitance of the
MRD transistor: Cint = CFD + Cin,MRD. With respect to a standard 3T pixel, with a
pinned photodiode topology the physical di�usion capacitance can be made very small.
As it is not responsible of photons collection, there is no need to make it wide. Assuming
a �oating di�usion area corresponding to minimum-size transistors, Adiff = WminLmin,
and assuming a depletion width of 1 µm, we get a physical �oating di�usion capacitance
of

CFD =
ϵ0ϵrWL

xdep
= 6.8 aF,

while the input capacitance of MRD transistor can be estimated as

Cin,MRD = C ′
oxWL = 0.5 fF,

which is much higher than the physical di�usion one. With 4T pixel, it is a common
property that the integration capacitance is dominated by the input capacitance of the
source follower, MRD. This leads to huge bene�ts in terms of linearity of the pixel, as
the integration capacitance is now independent from a physical depletion capacitance,
whose value, as we learned in previous classes, depends on the signal itself.
Another important bene�t obtained from the adoption of the pinned photodiode (with
respect to standard pn photodiodes) is the lower dark current. Since the surface of the
pinned photodiode is shielded by a p+ layer, dark current is highly reduced.
In order to trace the PTC in this new situation, we calculate again noise contributions:

� The dark current is lowered by the pinned implant: from 0.2 fA of the 3T APS
of exercise E19 we reached 0.02 fA in the 4T architecture. Consequently, we can
quantify the dark shot noise improvement as follows:

σdark,N =

√
qid,4T tint

q
= 1.1 electrons (1)

� The KTC rms value is improved by a linear factor 20, resulting in 0.4 electrons
noise. The CDS (performed following the timing scheme of �gure 5) ideally cancels
the KTC noise term, sampling the reset just before the transfer gate opening. In
a real situation, a residual contribution is present, e.g. given by a discharge of the
sample & hold capacitance or other spurious e�ects.

One can trace the PTC curve noting that:

1. for the sake of simplicity, we can assume that the whole system is somehow adjusted
in order to obtain the same K gain of the 3T topology;

2. the full-well-charge is unchanged with respect to the 3T analyzed topology;
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3. also the PRNU and the photocurrent shot noise will not change;

4. the only PTC improvement happens at the low-end. Indeed, the �at portion of the
curve given by the reset and dark noise, will be shifted downwards reaching:

DNread =
√
(σ2

dark,n + σ2
KTC) ·K/η = 0.07DN (2)

The PTC of this new situation is plotted in Fig. 6, compared to the 3T APS.

Figure 6: PTC for the 4T APS with CDS.

The maximum dynamic range its evidently increased:

DR = 20 · log10
(
512

0.07

)
= 77dB (3)

Some �nal remarks: the correlated double sampling nulls the source follower transistor
voltage spread. Any other out-of-pixel electronic stage can introduce its own threshold
spread, but can be realized with larger MOS since the �ll factor depends only on in-pixel
transistors. So, their voltage spread will be lower, given the Pelgrom relation:

σVt =
const.√
WL

(4)

Furthermore, the gain in DR actually requires a larger n. of bit of the ADC. Quantization
noise was indeed ignored in this exercise, but using 9 bit (as for the 3T case) would become
the dominant noise source.
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